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From their beginning, I epistemic and doxastic logics - the logics of 
knowledge and belief have been modeled on modal logic - the logic of 
necessity and possibility. Knowledge and belief, in such logics, are 
analogous to necessity. There is a wide variety of modal logics, but all 
of the normal ones contain certain distribution or deductive closure 
principles; for example, if ' ~  --~ ~ '  is valid, then so is 'ES~ --~ [ ] ~ ' .  
Most versions of epistemic logic are normal in this sense, accepting 
analogous principles for knowledge and belief. Developers of such 
logics invariably remark that the principles of deductive closure are 
unrealistic, since it is obviously false that knowers in general know 
all of the deductive consequences of anything that they know. The 
assumption that knowers do, as a matter of logic, have such knowledge 
- that they are deductively omniscient - is defended as an idealization. 
Sometimes the divergence between the assumptions of the ideal theory 
and the facts about the domain of its intended application is described 
as a problem for epistemic logic - the problem of logical omniscience. 
My aim in this paper is to try to get clear about just what kind of 
idealization such normal epistemic and doxastic logics are making, and 
what the motivation is for idealizing in this way. If there is a problem 
of logical omniscience, I want to try to see if I can say what the problem 
is. My broader aim is to try to get clearer about the concepts of 
knowledge and belief, and about what work we should expect a logic 
of these concepts to do. 

I shall begin by contrasting two different ways that the divergence 
between idealization and reality might be explained, and considering 
several different kinds of reasons that one might have for idealizing in 
one or the other of the two ways. Then I shall look at the problem of 
logical omniscience from the perspective of a certain conception of the 
nature of belief, the sentence storage model. I have little sympathy 
with this influential conception of belief; I think the problem of logical 
omniscience helps to bring out its limitations, and to point the way to 
a more adequate conception. But the problem of logical omniscience 
is not solved by giving up the sentence storage model. I shall suggest, 
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in conclusion, that it is a symptom of a tension in our ordinary concep- 
tions of knowledge and belief. 2 

1 . IDEALIZATION 

There are two ways that one might try to reconcile the fact that people 
do not believe all the logical consequences of their beliefs with a theory 
that seems to say that they do. On the one hand, one might interpret 
one's logic to be a logic of belief in the ordinary sense, but restrict its 
domain of literal application to imagin~ary believers of a special idealized 
kind - perhaps to agents who have unlimited memory capacity and 
infinite computational power and speed. Ordinary people, and even 
extraordinary real people, can't think of everything, but ideal believers 
can, and if there were such believers they would believe, in the ordinary 
sense of 'believe', all the logical consequences of everything that they 
believe. On the other hand, one might take the domain of literal 
application of one's logic of belief to be unrestricted, including ordinary 
agents who have no special computational powers, but interpret the 
concept of belief that the theory models to be belief in a special sense. 
The divergence between ideal and real is explained as a difference 
between belief in the ordinary sense and belief in some special technical 
sense. For example, one might distinguish belief in the ordinary sense 
from implicit belief: one's implicit beliefs include, by definition, all of 
the deductive consequences of one's beliefs, whether or not they are 
or could be recognized as such by the agent. To be logically omniscient 
with respect to implicit belief is no great feat; not even the most 
ignorant and unreflective of us can avoid being logically omniscient in 
this sense. 

Both of these stories begin by conceding that ordinary agents do not 
believe, in the ordinary sense of 'believe', all of the logical consequences 
of their beliefs. Why, one might ask, should one idealize in either of 
these ways? Why shouldn't one's logic of belief be a logic of belief in 
the ordinary sense and at the same time a logic that applies to ordinary 
believers - to anyone who has beliefs in the ordinary sense? In such a 
realistic logic a proposition of the form x believes that P should entail 
a proposition x believes that Q only if it is impossible, as a matter of 
logic, for anyone to be correctly described as believing that P unless 
that person also believes that Q. Is the problem that a logic of real 
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belief is too hard to find, and so we have to settle for the simpler logic 
of a simplified concept, or a simpler domain of application? Or, is there 
a more positive reason for idealizing: perhaps the concept of real, 
explicit belief is a concept that picks out uninteresting surface phenom- 
ena, while belief in an idealized sense, or the belief we would have if 
we were free of certain limitations we all have, is deeper  or more basic 
or more interesting in some way. I shall look at four different motiva- 
tions for populating one's theories with idealizations which might pro- 
vide reasons for idealizing in one or the other of the two ways I have 
contrasted. 

First, one may idealize to get at underlying mechanisms. The com- 
plicated behavior of some system may be explained by the interaction 
of a number of different components,  components that can be best 
understood by seeing how they would work in isolation even if they 
are, in a realistic context, never found in isolation. A theory may 
focus on one component ,  seeing the action of the others as external, 
interfering factors. In the ideal system these external factors are not 
there at all. The frictionless planes and weightless pulleys of elementary 
physics problems are familiar examples of idealization justified in this 
way. Another  is Chomsky's use of the competence-performance distinc- 
tion to isolate a psychological capacity that is specific to language. 
Performance is the surface phenomena:  what speakers do and don' t  
say, and what expressions they do and don't  find odd. But, it is hypo- 
thesized, the surface phenomena have different kinds of explanations. 
Some things are not said, or seem unintelligible to speakers, because 
they are ungrammatical; others are just too complicated, just too hard to 
process or remember.  One abstracts away from memory and processing 
limitations by describing the performance of an ideal speaker-listener 
who has our grammatical competence, but no such limitations. One 
idealizes in this way in order to better  explain the performance of 
ordinary speakers. 

Some theories that idealize for this reason hypothesize that the system 
the theory is about tends toward some equilibrium state. Various exter- 
nal forces may divert it from its natural state, but when they do its 
internal dynamics tend to move it back toward the equilibrium. One 
part of the articulation of such a theory is the description of the equilib- 
rium state - the state that the system would be in if it were free from 
external forces. Even if real systems of the kind one is studying never 
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reach equilibrium, the description of the ideal, equilibrium state may 
help to explain their behavior. Economic theories are familiar examples 
of theories that idealize in this way. 

The assumption of deductive omniscience is sometimes conceived, at 
least implicitly, as an idealization motivated in this way. Failures to 
know or believe all the consequences of one's knowledge or beliefs are 
to be accounted for by a kind of cognitive friction impeding a natural 
process of drawing consequences. It is natural to think of belief sets 
that are inconsistent or not deductively closed as unstable, tending 
toward an equilibrium at which they satisfy conditions of perfect ration- 
ality, an equilibrium that is never reached because our belief state is 
constantly perturbed by the receiving of new information from outside. 
This is an attractive picture, but I shall argue below that it rests on an 
implausible conception of what belief and knowledge are. 

A second reason to idealize is to simplify. Some features of a system 
that greatly complicate its accurate description and explanation may 
nevertheless, for some purposes and in some contexts, be negligible. 
The cost of the distortion that comes from ignoring such features may 
be less than the benefit of simplification. For example, despite the fact 
that we know that these things are strictly false, we may, in some 
contexts, be justified in assuming that mass is concentrated at a point, 
that the gravitational force between two bodies remains constant as 
they approach each other, that air offers no resistance, that light always 
travels in straight lines. It has been suggested that the assumption of 
deductive omniscience implicit in normal epistemic logics is a simpli- 
fication of this kind. Robert Moore, for example, writes that logics of 
knowledge that imply deductive omniscience 

represent  idealizations that are reasonable approximations to the truth for many purposes.  
While no rational agent 's  knowledge is closed under  logical consequence,  outside of 
mathematics  there seem to be few cases where this significantly affects an agent 's  be- 
havior. 3 

But I think this underestimates the extent of the distortion. It is not 
only mathematicians who need to worry about their failure to know all 
the consequences of their knowledge. Any context where an agent 
engages in reasoning is a context that is distorted by the assumption of 
deductive omniscience, since reasoning (at least deductive reasoning) 
is an activity that deductively omniscient agents have no use for. Delib- 
eration, to the extent that it is thought of as a rational process of 
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figuring out what one should do given one's priorities and expectations 
is an activity that is unnecessary for the deductively omniscient. In fact 
any kind of information processing or computation is unintelligible as 
an activity of a deductively omniscient agent. It is hard to see what a 
logic of knowledge could be for if it were a harmless simplification for 
it to ignore these activities that are so essential to rationality and 
cognition. 

A third kind of justification for idealization is normative: whatever 
the inner dynamics of our states of knowledge and belief, and whatever 
the extent of our divergence from the ideal of deductive omniscience, 
isn't this ideal at least something that rational agents ought to strive to 
approximate? Isn't a divergence from deductive omniscience a defect 
in one's state of knowledge, even if a defect that is unavoidable? This 
suggestion seems plausible, but a number of philosophers have resisted 
it, suggesting that one may have good reasons to avoid accepting all 
the consequences of one's beliefs, even for having beliefs that are 
inconsistent with each other,  and which are recognized to be so. It has 
been argued, for example, that rationality requires us to recognize our 
fallibility. Rational people should believe that at least some of their 
many beliefs are false; if they do, then they will disbelieve some con- 
junctions of propositions each one of which they believe. A different 
reason for rationally withholding belief - at least explicit belief - from 
some consequences of one's beliefs is given by Gilbert Harman: "Many 
trivial things are implied by one's view which it would be worse than 
pointless to add to what one believes". Harman proposes a principle 
of reasoning he calls clutter avoidance: "One  should not clutter one's 
mind with trivialities". 4 I don' t  find either of these reasons for deliber- 
ately refraining from believing the consequences of one's beliefs per- 
suasive since I think they presuppose implausible accounts of what 
belief is, 5 but even if deductive omniscience is a normative ideal, it is 
not clear that that is a reason to build it into a logic of knowledge. 

A fourth motivation for idealizing is more pessimistic. Perhaps the 
best we can do is to get a logic of the knowledge of an idealized knower, 
or of knowledge in some special idealized sense. Perhaps we know how 
to give a clear account of a concept of knowledge from which it follows 
that the knowers to which it applies are logically omniscient, but that 
there are insurmountable problems with any account of knowledge we 
know how to give that lacks this consequence. I shall argue that this 
fourth kind of motivation comes closest to the reason why we make 
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this idealization about knowledge. Once we see why this is so, we can 
be clearer about just what the problem of deductive omniscience is, 
and how we might solve it. 

I have suggested that the nature of the idealization, and the motiva- 
tion for it, depend on what one takes knowledge and belief to be. I 
want to look now at a popular picture or model of what belief is, and 
at the problem of logical omniscience from the perspective of this 
model. I call it a model rather than a theory because it is not always 
clear how literally its proponents want it to be taken, but whether 
meant literally or as a metaphor,  it has had a profound influence on 
the way philosophers and cognitive scientists think about belief, and 
the logic of belief. 

2. T H E  S E N T E N C E  S T O R A G E  M O D E L  O F  B E L I E F  

The sentence storage model is perhaps common enough to be called the 
received view. 6 According to this model, one's beliefs 7 are determined 
by a set of sentences, perhaps of a mental language, perhaps of one's 
natural language, that one stores in memory. To a first approximation, 
the idea is that to believe that P is to have a sentence that says that P 
stored (to use the fashionable idiom) in one's belief box. This is only 
a first approximation, since no one thinks that everything one believes, 
in the ordinary sense, is explicitly stored. The sentence storage model 
distinguishes explicit from implicit belief. The explicit beliefs are those 
in the set of sentences stored in the belief box; other things one believes, 
for example certain obvious consequences of the sentences one stores, 
are believed only implicitly. Different proponents of the sentence stor- 
age model have different accounts of what implicit belief is, but what 
is essential to the model is that implicit belief, and belief in general, is 
determined by the explicitly stored beliefs. 

If this is how belief is to be explained, then what should the logic of 
belief be? First, what kind of logic should belief have if it is given a 
realistic semantics - one that is intended to apply to the actual beliefs 
of ordinary believers? Second, what kind of idealization of this model 
of belief would yield the standard logic of belief, according to which 
believers are logically omniscient, and what might motivate the idealiza- 
tion? Third, is there a problem of logical omniscience on this account? 
If so, what is it? 

One might ask these questions about either explicit or implicit belief. 
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I shall start with explicit belief, with the logic of the belief set: the set 
of sentences that is stored in the agent 's  belief box. One might think 
that a realistic legic of belief would impose no conditions at all on the 
contents of belief boxes. How can it be a mat ter  of logic that if some 
sentence is stored in a belief box, then so is some distinct sentence? 
And so, one might expect that a realistic logic of explicit belief would 
have no logical principles at all that depend on the internal structure 
of belief attributions. But  there are two possible sources of principles 
for a logic of explicit belief, sources that are distinct and important  to 
distinguish. First, even if there are no constraints whatsoever on the 
sets of mental  sentences that may constitute a person 's  explicit beliefs, 
there may be some logical relations between different sentences attribu- 
ting beliefs for the following reason: while it is sentences that are the 
explicit beliefs, according to the sentence storage model,  it is what 
the sentences say, rather than the sentences themselves,  that belief 
attributions refer to. In a sentence of the form "x believes that P" ,  or 
its formalization in the language of doxastic logic, 'BxP', the sentence 
that goes in for 'P '  is used, and not mentioned.  A semantics for the 
language should tell us what 'BxP' says - what semantic value it has - 
in terms of the semantic value of what goes in for 'P ' .  The semantic 

value of a sentence, it seems reasonable to assume, is what the sentence 
says; sentences with the same value are those that say the same thing. 
Even if to believe (explicitly) is to store a sentence, the sentence stored 
is not identified in a belief attribution. When we say that x explicitly 
believes that P, we say (on the storage model)  that x stores some 
sentence that says that P. So a sentence of the form "x believes that 
P "  makes  an existential claim about  x 's  beliefs: that there exists a 
sentence in x 's  belief box that says that P. Now suppose there are 
distinct sentences of the language of belief attribution (not the believer 's  
language, but the language in which his beliefs are being described) 
that,  as a mat ter  of logic, say the same thing. Suppose, for example,  that 
a sentence of the form 'P  & Q'  says the same thing as the corresponding 
sentence, 'Q  & P' .  Then,  ' B x ( P  & Q) '  will be logically equivalent, on 
the storage model ,  to 'Bx(Q & P)'. Any set of sentences at all, and so 
any belief set, will contain a sentence that says that ' P  & Q'  if and only 
if it contains a sentence that says that 'Q  & P ' ,  on the assumption that 
any sentence that says the one also says the other. 

Just which principles of the logic of belief are validated by this kind 
of consideration will depend entirely on what is assumed about  the 
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contents of sentences - about the nature of what it is that sentences 
say. If we individuate contents very finely, then there will be fewer such 
equivalence principles, while, if we choose a coarse-grained conception, 
there will be more. Suppose we followed the simplest course, individu- 
ating contents by their truth conditions. Then, our semantics for explicit 
belief will validate the equivalence principle: 

if ~- dp +-~ gt then F- Bxq~ ~ Bxgg. 

This, by itself, is not quite deductive omniscience, but it is a very strong 
principle, one that would not be plausible for a realistic semantics of 
belief. It implies, for example, that anyone who believes any necessary 
truth - for example any trivial tautology - therefore believes all neces- 
sary truths. And if 't r is a consequence of something x believes, say q~, 
then while x may not believe ~ ,  it will follow from the equivalence 
principle that x believes the conjunction of q) and ,Is. Nothing, however, 
is implied or assumed about the powers of believers to recognize logical 
equivalences. The choice of a coarse-grained conception of content is 
a decision about how to describe the sentences that one might find in 
a belief box, not an assumption about what sets of sentences might be 
found in one. The decision is, thus, not a decision to idealize but, 
rather, to describe belief sets only in a very abstract and imprecise way. 
The decision does bring a problem, since there is a sharp divergence 
between the way beliefs are ordinarily described and the way the lan- 
guage of doxastic logic, interpreted this way, would describe them. But, 
assuming the sentence storage model were correct, this would not be 
a very deep or serious problem. All we need to do to avoid it is to 
choose a more fine-grained conception of content, one that categorizes 
sentences in a more revealing way. We don't  want contents to be t oo  

fine-grained, since we want belief attributions to be capable of bringing 
out similarities between different sentences stored in different belief 
boxes - sentences that play the same roles in the respective cognitive 
economies of the agents storing them. But they should be individuated 
finely enough so that a belief attribution will reveal what is important 
about the stored sentence that makes the belief attribution true. This 
decision will to a large extent determine the logic of belief, but it will 
not have anything directly to say about the nature of the sets of sen- 
tences that, according to the sentence storage model, define our beliefs. 

The second possible source of principles of a logic of explicit belief 
does concern the relations between the sentences that may be found in 
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the belief box. Some proponents  of the sentence storage model  argue 
that a belief set must meet  certain minimal standards of logical coher- 
ence in order  to count as a set of beliefs at all. Christopher Cherniak, 
for example,  notes that,  "[a] collection of mynah bird utterances or 
snippets f rom the New York Times are chaos, and so (at most) just a 
sentence set, not a belief set".  8 The suggestion is that if an alleged 
belief box were filled with a r andom collection of sentences, it would 
not count as a belief box, and the owner of the box would not count 
as an agent. So, perhaps,  a sentence storage theory of belief - even 
nonidealized belief - should impose some conditions on the relations 
between the sentences in the set of beliefs that is stored and, perhaps,  
those conditions will have consequences for the logic of explicit belief. 

It  is not clear, however,  what constraints would be plausible. A 
conception of minimal rationality could at best justify some consistency 
requirements - perhaps a requirement  that belief boxes not contain 
sentences that are blatantly contradictory - but it would not justify any 
closure or inference conditions on explicit belief. Minimal rationality 
may require that one believe certain obvious consequences of the sen- 
tences one stores in the belief box, but it cannot justify a requirement  
that one store sentences that are obvious consequences of sentences 
one stores. The obvious consequences of sentences one stores are just 
the kind of thing that one does not need to store, since they can always 
be inferred when needed.  Cherniak points out that it may sometimes 
be unreasonable to make sound inferences from one's  beliefs because 
one's  limited time and cognitive resources are bet ter  spent on other 
things, and Harman ' s  principle of clutter avoidance enjoins one not to 
clutter one's  belief box with trivial consequences. It  is hard to see why 
even an idealized conception of explicit belief should have any deduc- 
tive closure conditions. Would an agent with unlimited memory  and 
computat ional  power and speed have any reason to store the obvious 
consequences of its beliefs? Such an ideal believer might have less need 
to avoid clutter in its belief box, but it would also have less positive 
reason to add any deductive consequences to its store of explicitly 
represented sentences, since consequences can always be inferred when 
needed,  cost free. Deductive closure, as a constraint on the sentence 
storage model ' s  notion of explicit belief, is plausible neither as a norma- 
tive ideal nor as an equilibrium state toward which belief sets tend. 

A logic of explicit belief motivated by the storage model  would reveal 
nothing about  the inferential powers,  either real or ideal, of believers, 
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since it would be a logic of the base from which believers infer, not of 
the conclusions they draw from this base. Any nontrivial principles of 
such a logic would derive from decisions about how to describe the 
sentences stored, and would say nothing about the relations between 
the sentences themselves. The storage model would provide no motiva- 
tion to idealize the concept of explicit belief and, so far as I can see, 
it would give rise to no problem of logical omniscience. Nothing could 
be easier than to design a realistic logic of explicit belief appropriate 
to the storage model, but such a logic would have little interest. It 
would not be a logic of belief in the ordinary sense since, for both real 
believers and logically perfect ones, most of what is believed in the 
ordinary sense is believed only implicitly. So let us look at the storage 
model 's concept of implicit belief. 

There are at least two different notions of implicit belief, a broad 
notion and a narrow notion. On the broad notion, the implicit beliefs 
of a believer include everything the believer is committed to in virtue 
of having the explicit beliefs he has - all the information that is implicit 
in what is explicitly stored. This will include all the deductive conse- 
quences of the explicit beliefs and, perhaps, also beliefs about what the 
believer does and does not (implicitly) believe. On the broad notion, 
implicit beliefs are by definition deductively closed, for ordinary be- 
lievers as well as for those with extraordinary computational powers. 
The claim that something is implicitly believed says nothing about 
whether the believer has access to that belief - whether the believer 
will assert or assent to it, or act as if he thinks it is true. No one thinks 
that implicit belief in this broad sense is an analysis of belief in the 
ordinary sense; all that is claimed for it is that it is a notion of some 
interest. The logic of implicit belief, in this sense, is simple and unprob- 
lematic: it is a normal modal logic, with an assumption of logical 
omniscience. But implicit belief in this sense tells us no more than 
explicit belief about the inferential powers of the believer. 

Something is an implicit belief in the narrower sense only if it "is 
easily inferable from one's explicit beliefs". 9 Easy inferences will in- 
clude both inductive and deductive consequences of explicit beliefs that 
obviously follow from them, and also things that can be easily inferred 
from the fact that something is explicitly believed. The task of clarifying 
implicit belief in this sense is the task of characterizing the easy infer- 
ences. 

Suppose that the storage model were correct - that all of our beliefs 



T H E  P R O B L E M  O F  L O G I C A L  O M N I S C I E N C E ~  I 435 

were derivative from a set of sentences in some mental language stored 
in the belief box - and suppose also that we had a clear explanation 
of the notion of an easy inference. Would implicit belief in the narrow 
sense then capture the ordinary notion of belief ? Not necessarily. The 
problem is that there is no reason to assume that even explicit beliefs 
will be accessible to consciousness. Harman is clear about this: "A  
bel ief" ,  he says, "can be explicitly represented in one's mind, written 
down in Mentalese as it were, without necessarily being available to 
consciousness". ~o Harman's  example of inaccessibility is a Freudian one 
where the inaccessibility is explained by repression. But explicit beliefs, 
just like beliefs that are only implicit in the broad sense, may be 
inaccessible because of the computational limitations of the believer. 
Search is a kind of computation, and if the belief box is large and full 
enough, the search may be a long and hard computation. But if an 
explicit belief is inaccessible because of the computational limitations 
of the believer, then the fact that something is an easy inference from 
it will not render it a belief, in the ordinary sense. If a belief is present 
to consciousness - if the agent is currently judging that it is true - then 
it will be reasonable to infer that the agent also believes whatever may 
be easily inferred by that agent from that belief. But being present in 
a conscious act of judgment is neither necessary nor sufficient for ex- 
plicitly stored belief. Not only may explicit beliefs be tacit and inaccess- 
ible, occurrent judgments - beliefs that are neither tacit nor inaccessible 
- may also fail to be explicit in the storage model 's sense. A belief I 
am actively entertaining may be something that I inferred from the 
contents of my belief box, and that I do not, perhaps for reasons of 
clutter avoidance, add to what is explicitly stored there. The problem 
is that the distinction between implicit and explicit belief is being used 
to do two different jobs that one distinction is not suited to do. The 
manifest fact that we are not logically omniscient is a fact about our 
computational limitations - the fact that some of the information that 
is implicit in what we know or believe is, because of computational 
limitations, not accessible to us. To get at belief and knowledge in the 
ordinary sense we need a distinction between what is accessible and 
what is implicit but inaccessible. The explicit-implicit distinction is 
sometimes tacitly assumed to be this distinction. But, if it is, then it is 
a completely different distinction from the one that the storage model 
makes between two different forms in which information is represented, 
the distinction between propositions expressed by sentences written 
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down in the belief box and propositions not written down there but 
somehow implicit in the ones that are. Now I don't  see the slightest 
reason to take seriously this belief box myth as anything more than a 
highly misleading metaphor;  but, even if it were literally correct as a 
theoretical account of the mechanism by which human beings store the 
information they use to guide their behavior, it would still not give us 
the resources to explain the distinction between accessible and inaccess- 
ible stored information, and this is the distinction we need in order to 
give a realistic account of belief and knowledge in the ordinary sense. 

Ordinary knowledge is a capacity, and ordinary belief a disposition. 
Because of our computational limitations, we may have the capacity 
constituted by the knowledge that P, or the disposition constituted by 
the belief that P, while at the same time lacking the capacity or disposi- 
tion that we would have if we knew or believed some deductive conse- 
quence of P. But what is the capacity or disposition as capacity or 
disposition to do? The storage model has nothing to say about this, 
and so has little promise of clarifying the problem of logical om- 
niscience. Let  me sketch a slightly different picture, one that brings in 
the uses to which knowledge and belief are put. This will be a very 
simplified and idealized model that considers only one use to which 
knowledge and belief are put, but it is a model that helps to bring out 
some of the obstacles that make it difficult to give a realistic account 
of knowledge and belief. 

3. T H E  Q U E S T I O N - A N S W E R  M A C H I N E  

Suppose that an agent is a question and answer machine. Its belief and 
knowledge are to be understood as capacities and dispositions to answer 
questions. Such a machine will need some mechanism or mechanisms 
for storing information, and some way of using that information to 
generate answers to the questions it receives. How it stores the infor- 
mation is not directly relevant to what it knows or believes. It might, 
for example, have lists of question-answer pairs, pictures or maps and 
procedural rules for reading them, vast look-up tables, or a small 
number of axioms and some powerful deductive rules. Or, information 
might be implicit in the command structure of its programs. Presum- 
ably, a necessary condition for the machine to know or believe that P 
will be that the information (or misinformation) that P be implicit in 
what is stored or represented in whatever way the machine stores 
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information. But more  will be required: the information must be avail- 
able - the agent must be able to access the information in order to give 
answers that express the proposit ion that P when such an answer is 
appropriate .  Propositions that meet  the first necessary condition will 
be implicitly known or believed in a sense that corresponds to the 
storage model 's  broad sense of implicit belief - a sense that unproblem- 
atically satisfies the logical omniscience condition. But the set of propo-  
sitions that also meets an appropriate  accessibility condition need not 
be closed under logical consequence. 

But how will the accessibility condition be spelled out? There  are at 
least three problems.  First, accessibility is clearly a mat ter  of degree. 
There  are questions I can answer quickly with a moment ' s  thought or 
a minor calculation, and questions that I have the computat ional  
resources to answer eventually, but only after a lot of t ime and effort. 
For some questions of the latter kind, I may be able to say outright 
that I have the capacity to produce the answer eventually; for others,  
I may in fact be able to produce an answer, if I choose the right 
computat ional  strategy, but may be unable to say whether  I can until 
I actually produce the answer. How easy must the search or compu- 
tation be in order for the answer to count as something the agent 
already knows or believes, and not just something it has the capacity 
to come to know or believe? I assume you know your multiplication 
tables - you know, for example,  that 6 times 4 equals 24. And  no doubt  
you also know certain simple arithmetic truths that it is not plausible 
to assume are memorized,  for example,  that 47 times 100 equals 4,700, 
and that 385 is not a pr ime number.  It is equally clear that you do not 
know the prime factors of 75,563, even though you know that you 
could figure it out and might even be able to put a limit on how long 
it would take you. But there are intermediate cases that are not so 
clear. There  is obviously a continuum here, and no very natural place 
to draw a line between information that is easily accessible and infor- 
mation that is not. I don ' t  think this is a serious problem. Attr ibution 
of knowledge and belief are obviously highly context-dependent ,  and 
the line between what we already know and what we could come to 
know if we made the effort may be one thing determined somewhat  
arbitrarily in different ways in different situations. A more  serious 
problem is this: on this model,  information is accessed in response to 
a question, and the ease of access will depend on the question. The 
same proposit ion may be an answer to different questions, and whatever  
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one's standards for easy access, the proposition may be easy to access 
in response to one question, but not to another. For example, it will 
take you much longer to answer the question, "What  are the prime 
factors of 1591?", than it will the question, "Is it the case that 43 and 
37 are the prime factors of 1591?" But the answers to the two questions 
have the same content, even on a very fine-grained notion of content. 
Suppose that we fix the threshold of accessibility so that the information 
that 43 and 37 are the prime factors of 1591 is accessible in response 
to the second question, but not accessible in response to the first. Do 
you know what the prime factors of 1591 are or not? The problem is not 
that the two different questions will affect your knowledge differently - 
that the second question, but not the first, will bring it about that you 
know (not just implicitly) what the prime factors of 1591 are. It seems 
to be a fact, not a problem, that questions - even nonleading questions 
without presuppositions - can change what we know and believe by 
bringing out what was previously merely implicit in what we believed. 
This is the familiar lesson of the Socratic method,  made explicit in the 
M e n o .  1~ Our problem is that we are not just trying to say what an agent 
would know upon being asked certain questions; rather, we are trying 
to use the facts about an agent's question answering capacities in order 
to get at what the agent knows, even if the questions are not asked. 
But attributions of knowledge and belief are not tied to any particular 
questions that the knowledge or beliefs might be used to answer. More 
generally, the problem is that we need to understand knowledge and 
belief as capacities and dispositions - states that involve the capacity 
to access information, and not just its storage - in order to distinguish 
what we actually know and believe, in the ordinary sense, from what 
we know and believe only implicitly. We can do this only by bringing 
the uses to which knowledge and belief are put into the concepts of 
knowledge and belief themselves, but, on the face of it, it does not 
seem that when we attribute knowledge or belief to someone we are 
making any claims about what the agent plans to do with that infor- 
mation. 

Finally, even if we had a satisfactory account of accessibility for the 
question and answer model, it would not be clear how to generalize it 
to an account of knowledge and belief in terms of capacities and disposi- 
tions to use information (or misinformation) to guide not just one's 
question answering behavior, but one's rational actions generally. For 
we want an account of knowledge and belief, not just for expert systems 
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and people who staff information booths, but for all kinds of agents. 
We want a notion that helps to explain why people do what they do, 
in their nonlinguistic as well as their linguistic behavior. Very roughly, 
I know whether P if I have the capacity to make my actions depend 
on whether P. But, I may have this capacity for some actions, and not 
for others. Consider, for example, a shrewd but inarticulate chess player 
who may be able to access information for the purpose of choosing a 
move even if she is unable to access that same information for the 
purpose of answering a question, or giving an explanation of why she 
moved as she did. In the general case, it is even clearer that the 
accessibility of knowledge and belief can be understood only relative 
to the actions they are being used to guide. 

The problem of logical omniscience, I am suggesting, is the problem 
of accessibility. The reason we idealize in our logics of knowledge and 
belief is because we have a much clearer conception of implicit knowl- 
edge and belief - the information or informational content that we 
store - than we do of accessible knowledge and belief - the information 
and belief that is available to guide behavior. The storage model may 
yield a logic of explicit belief that avoids logical omniscience, but it does 
it by avoiding the real problem. We won't  have a clear understanding of 
knowledge and belief, and of an important part of cognition, until we 
address this question.12 
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